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1. What is Algorithm Audit?

Algorithm Audit – Auditing algorithmic systems in practice

Normative advice 
commissions

Advising on ethical issues that arise in concrete 
algorithmic practice through deliberative and 
diverse normative advice commissions, resulting 
in algoprudence

Technical tools
Implementing and testing technical tools to 
detect and mitigate bias, e.g., bias detection 
tool and synthetic data generation 

Knowledge 
platform

Bringing together experts and knowledge to 
foster the collective learning process on the 
responsible use of algorithms, e.g., AI Policy 
Observatory and white papers

Core activities

Project work
Support for specific questions from public and 
private sector organisations regarding 
responsible use of AI

Collaborating with



What is Algorithm Audit?

2.

3. Q&A

1.

Real-world audit: public sector risk profiling algorithm



6Algorithm Audit – Auditing algorithmic systems in practice

2. Real world audit: public sector risk profiling algorithm

i. Background information



Background information

> Jun’23: News article claiming approx. 97% of students in appeal procedure 
(sample n≈300) have a migration background

> Political action: Minister suspends risk profiling algorithm

> External investigation, PwC

> Internal investigation, Algorithm Audit

> Focus of audit

> Qualitative: interviews with employees and document due diligence

> Quantitative: data analysis (population statistics)
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Overview of candidate frameworks
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Framework (selection) Used for research

CEN-CENELEC AI Act standaarden

ISO 42001 standaard Management AI

Toetsingskader algoritmes (2021) AR 

Handreiking non-discriminatie by design (2021) BZK
Discriminatie door risicoprofielen CvRM (2021)

Onderzoekskader algoritmes (2023) ADR 

Impact Assessment Mensenrechten en Algoritmes (IAMA) (2021) BZK + Utrecht Data School

Algoritmekader BZK not yet available
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Example of structured review
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Overview of due dilligence cycle

A. Source data
> Access to csv excerpts data warehouse
> Data dictionary

B. Risk profile
> Selection criteria and thresholds
> Motivation for decisions made

C. Bias measurement
> Null distribution
> Methodology for bias testing

>

Kick-off >
> >

ii) Q&A en interviewsi) Sharing documentation

> >

>

Analysis

iii) Report 
and findings

>

Report

>

>>
A-C
> Written Q&A
> Planing interviews

Q&A v1 
30 questions
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~

nvt

Example of structured review
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Example of structured review (c’tnd)
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Source: Netherlands Institute for Human Rights, Discrimination through risk profiling (2025) 
https://publicaties.mensenrechten.nl/publicatie/4093c026-ae41-4c1d-aa78-4ce0e205b5de

1. Differentiation on the basis of ‘race’ or 
nationality?

Adverse effect in comparison to others in a 
similar situation?

No No discrimination on the basis 
of ‘race’ of nationality

Yes

On the basis of ‘race’, nationality or proxy 
variables?

Yes

Direct differentiation on the basis of race or 
nationality in the context of social protection?

No No discrimination on the basis 
of ‘race’ of nationality

Yes

Dutch non-discrimination directive (Awgb)
Closed list for justification

No To be continued…
Open list for justification

Legal framework: EU non-discrimination law in a nutshell
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Source: Netherlands Institute for Human Rights, Discrimination through risk profiling (2025) 
https://publicaties.mensenrechten.nl/publicatie/4093c026-ae41-4c1d-aa78-4ce0e205b5de

Legal framework: EU non-discrimination law in a nutshell (c’tnd)

Is race of nationality the only selection criteria in the 
risk profile?

No

Does the risk profile contains a selection criterion that 
directly differentiates on ‘race’ or nationality?

No, indirect discrimination

Yes Can only be justified by 
‘serious reasons’

2. Objective justification for differentiation?

Yes
Prohibited discrimination

Yes
Prohibited discrimination

No

Is the risk profile targeted on people of one certain 
origin or nationality?

For instance, only applied to people 
with certain background
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Source: Netherlands Institute for Human Rights, Discrimination through risk profiling (2025) 
https://publicaties.mensenrechten.nl/publicatie/4093c026-ae41-4c1d-aa78-4ce0e205b5de

Legal framework: EU non-discrimination law in a nutshell (c’tnd)

Yes

Is this specific risk profile appropriate for the 
pursued aim?

Yes

Is this risk profile necessary and proportionate?

No
Prohibited discrimination

No
Prohibited discrimination

Does the application of the risk profile pursue a 
legitimate aim?

indirect discrimination

public safety 
prevention of criminality 

anti-fraud 

No
Prohibited discrimination

Yes

No discrimination on the basis 
of race of nationality
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Data on migration background

Born in The 
Netherlands?

No

Both parents born in 
The Netherlands?

Dutch origin

Inside Europe 
(excl. NLD)

Outside 
Europe

Migrant

Yes

Yes

No Child of 
migrant(s)

Non-European 
migrant

European migrant

Inside Europe 
(excl. NLD)

Outside 
Europe

*terminology used by Dutch national 
office of statistics (Statistics Netherlands)

Children of 
European migrant

Children of non-
European migrant
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Data on migration background

Migrants
Children of 

migrant+ Migration background=

Non-European 
migrants

Children of non-
European migrant+ Non-European 

migration background=

European 
migrants

Children of 
European migrant+ European migration 

background=

+

=
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Proxy nature of ‘type of education’ with respect to non-European migration background
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Proxy nature of ‘age’ with respect to non-European migration background
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Proxy nature of ‘distance to parent(s)’ with respect to non-European migration background
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Based on quantitative insights controlling state actors were able to take a normative position

Action within Dutch Parliament

> Parlementary papers 2023/24 D21614 
Type of education as protected attribute

> Parlementary papers 2023/24 24724 nr. 229
General periodic inspection

> Parlementary papers 2023/24 24724 nr. 231
Scientific methodology for algorithms

Case law

> Case law: Rechtbank Overijssel 29 oktober 2024, 
ECLI:NL:RBOVE:2024:5627

> Evidence obtained through the application 
of a discriminatory risk profiling algorithm 
and control process is deemed unlawful

Apologies to disadvantaged students by Dutch state

> Announced by Minister of Education, 
Culture and Science in Nov’24

> Compensation of 10.000+ students 
> Costs: >€61M

All data and source code 
available on Github

2. Real world audit: public sector risk profiling algorithm

https://www.tweedekamer.nl/kamerstukken/detail?id=2024D21614&did=2024D21614
https://www.tweedekamer.nl/kamerstukken/moties/detail?id=2024D11179&did=2024D11179
https://www.tweedekamer.nl/kamerstukken/moties/detail?id=2024D11181&did=2024D11181
https://uitspraken.rechtspraak.nl/details?id=ECLI:NL:RBOVE:2024:5627
https://uitspraken.rechtspraak.nl/details?id=ECLI:NL:RBOVE:2024:5627
https://github.com/NGO-Algorithm-Audit/DUO-CUB
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iv. Unsupervised bias testing



What to do if no demographic data was available?
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Anomaly detection

> Identifying groups where an algorithm or AI system 
(classifier) shows variations in performance

> No access needed to demographic data to form groups, 
for instance, using clustering

Hierarchical 
Bias-Aware 
Clustering

4.

prepared by user of tool

1.

Dataset

2.

Classifier
(model agnostic)

5.

Testing 
differences in 

bias metric

3.

Bias metric
(e.g. predicted class, accuracy)

Unsupervised bias detection pipeline
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Pseudo code of HBAC clustering algorithm
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⬇
Available as local-first web on 
Algorithm Audit’s website

Available as pip package 
unsupervised-bias-detection
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https://algorithmaudit.eu/technical-tools/bdt/


Results applying HBAC on DUO dataset
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Model parameters

> Bias metric: being classified as ‘high risk’ by profiling algorithm
> 2014 data: 248,649 students
> Categorical data: HBAC using k-modes
> 80-20 out-of-sample fitting
> Described in paper
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https://arxiv.org/pdf/2502.01713
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NGO Algorithm Audit is registered in 
The Netherlands Chamber of Commerce under number 

83979212

https://www.linkedin.com/company/algorithm-audit/

https://github.com/NGO-Algorithm-Audit

info@algorithmaudit.eu ✉

www.algorithmaudit.eu "


