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Risk profile consitsting of single criterion

<5km

Distance to parent(s)

>5km

Risk score: A
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Risk score: B



Theoretical answer

> Goal: Determine minimum random sample size to measure statistically significant difference in unduly use
rate between group A and group B

> Data needed:

N unduly, A

> py: proportion unduly group A, i.e. py = , where N, is the sample size of group A

N unduly,B

> pp: proportion unduly group B, i.e. pp = , Wwhere Ny is the sample size of group B

> Null and alternative hypothesis (one-sided):

Ho: pa=pe

Hi: pa>ps
> Significance level (a): probability of false positive (accepting Hg while Hy is true), e.g., 0.05 or 0.01
> Power (1 - B): probability of true positive (rejecting Hg while Hg is indeed false), e.g., 0.8 or 0.9

> Ratio of sample size (k): ratio of sample size group A and sample size group B, i.e. k = x—;‘
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E’ Single hypothesis test

Theoretical answer

> Formula to determine random sample size (n):

_ (pa(l-pa) _ ) (Zl—a"'Zl—B))Z

Z,_q:critical value of the normal distribution at the 1 — a confidence level

z,_g:critical value of the normal distribution at the 1 — 8 confidence level
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Example: Distance data DUO random sample 2014 (n=387)

Random sample 2014: Statistical significant difference in green (n=387)
(restuls based on one-sided Z-test)

unknown -
50-500km - Difference:
-1.5%
Difference:Pifference:
Difference:Pifference:Pifference:
10-20km - 1.0% 32% 17%
<
Q Difference:Pifference: |fference Difference:
(G]
2-5km - A 14.4% :
1-2km - Difference:Pifference:Pifference:Pifference:
-16.1% 4.2% -3.2% -1.7%
1Im-1km -

Difference: slii=l= o= Difference: i
23.8% 7.7% 20.6%

okm Difference:Pifference:Pifference:Pifference:Pifference:Pifference:Pifference:Pifference:

1
Okm Im-1km 1-2km

2-5km  5-10km 10-20km 20-50km 50-500km unknown
Group B
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[ i Algorithm
III Single hypothesis test %é Augclitl

Example: Distance data DUO random sample 2014 (n=387)

Sample 2014 Size of group # unduly grants Percentage
Okm 8 0 0% Group A
1m-1km 21 5 23,8% p]f\‘,::léi/"
1-2km 11 0 0%
2-5km 31 5 16,1%
5-10km 24 1 4,2% Group B
10-20km 31 1 3,2% pp = 1,3%
Np = 316

20-50km 58 1 1,7%
50-500km 137 0 0%
onbekend 66 1 1,5%
Totaal 387 14 3,6%

;Fab:lseS;?)— Overview of group size and unduly use percentage per distance category in the 2014 random sample

n= :
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Example: selection criterion ‘distance to parent(s)’ group A: <5km, group B: >5km

> py = 0.013 (guestimation)
> pg = 0.14 (guestimation)

> Hypothesis test:

Ho: pa=ps
Hi: pa>ps

> Significance level (a): 0.05

> Power (1 -): 0.8

45.79k
202.87k

> Ratio of sample size (k): 7L~ 0.225 (based on random sample), = 0.226 (based on full population
P 316 P pop

sample)
> Random sample size for group B: 69

--> Random sample size: 85
> Random sample size for group A: 0.225*69=16
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EI Single hyp %é Algorithm

Varying confidence level, power and percentual difference influences sample size

NA = 3933, NB = 885 NA = 188, NB =43 NA =16, NB =69 NA = 48, NB =11
a6 n=4.818 n=231 n=85 n=59
.05
NA = 54‘77, NB = 1.226 NA = 260, NB =59 NA = 95, NB =22 NA = 66, NB =15
n=6.673 n=319 n=117 n=81
NA = 6383, NB = 1.437 NA = 305, NB = 69 NA = 111, NB ES 25 NA = 77, NB =18
S n=7.820 n=374 n=136 n=95
. NA = 8279, NB = 1863 NA = 395, NB = 89 NA = 14‘4‘, NB = 33 NA = 100, NB = 23
n=10.142 n=484 n=177 n=123

Note:

> Higher confidence --> larger sample size
> Measuring smaller difference --> larger sample size
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Risk profile consitsting of two criteria
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<5km

Distance to parent(s)

>5km

>22

Risk score: A

Risk score: B

>22

Risk score: C

Risk score: D
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Theoretical answer to compute random sample size for m=2 hypothesis tests

> Goal: Determine minimum random sample size to measure statistically significant difference in unduly use rate

between students living <5km (group A) and >5km away (group B), and students <22 years old (group C) and
>22 years old (group D)

> Data needed:

>

>

P4, Pp: proportion unduly group <5km and proportion unduly group >5km
P, Pp: proportion unduly group <22 years old and proportion unduly group >22 years old

Two null and alternative hypothesis (one-sided):

Ho: pa= ps Ho: pc = po

Hi: pa> ps Hi: pc> po
Significance level (a): probability of false positive (accepting Ho while Hy is true), e.g., 0.05 or 0.01
Bonferroni correction for testing m=2 hypothesis: agqjystea = %
Power (1 - B): probability of true positive (rejecting Hy while Hy is indeed false), e.g., 0.8 or 0.9
Ratio of sample sizes (k; and k;): ratio of group sample sizes, i.e. k; = x—‘;,kz = x—;
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Formula to compute sample size for m=2 hypothesis tests

> Formula to determine random sample size (n4) to test first hypothesis test and random sample size
(n,) to test second hypothesis test:

2

1— (Zl_“a juste +21_B)
n1=<%1p14)+193(1—p3)>’< Juoted )

(ra—prB)

2

1-— (Zl_“a juste +21_B)
n2=<%+pD(1_pD)>'< LA >,

(pc—pp)

where:
critical value of the normal distribution at the asajustea =5 confidence level

Zl_aadjusted )

z,_p: critical value of the normal distribution at the 1 — 8 confidence level
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Multiple hypothesis tests

Example: Age data DUO random sample 2014 (n=387)

Random sample 2014: Statistical significant difference in green (n=387)

Group A
21-22
|
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25-50

23-24

19-20

15-18

I
15-18

(restuls based on one-sided Z-test)

Difference: -0.9%

19-20

Difference: -4.5%

Difference: -5.4%

21-22
Group B

Difference: -0.6%

Difference: -3.9%

Difference: -4.8%

23-24

Difference: -

Difference: -

Difference: -5.

25-50
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Example: Age data DUO random sample 2014 (n=387)

Sample 2014 Size of group # unduly grants Percentage
15-18 24 0 0%

19-20 115 1 0,9%
21-22 149 8 5,4%
23-24 62 3 4,8%
25-50 37 2 5,4%
Totaal 387 14 3,6%

Table 7 — Overview of group size and unduly use percentage per age category in the random sample 2014

(n=387).

Algorithm Audit — Random sample size

Group D
Pp = 5'0%
ND = 99
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EI Multiple hypothesis %é ﬁll?d?:ithm

Example: testing m=2 hypotheses for distance <5km vs 5km and age <22 vs >22 years

> py = 0.013,pp = 0.14 (guestimation)
> pc = 0.032,pp = 0.05 (guestimation)
> Hypothesis test:

Ho: pa= ps Ho: pc= po Generalizable to
Hi: pa> ps Hi: pc> po testing m hypotheses

> Significance level (a): 0.05/2=0.025
> Power (1 -): 0.8

> Ratio of Sample sizes: ky = 1 0.225 and k, = 288 _ 0.744 (based on random sample)
316 387
> Random sample size for group B: 69 > Random sample size for group D: 2.160
> Random sample size for group A: 0.225*69=16 > Random sample size for group C: 0.744*2.160=1.607

--> Random sample size: 85+3.767=3.872
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> http://powerandsamplesize.com/Calculators/Compare-2-Proportions/2-Sample-1-Sided

> https://stats.stackexchange.com/questions/581679/minimum-sample-size-calculations-for-two-sample-
two-tailed-proportion-z-test

> https://stats.stackexchange.com/questions/467595/how-do-you-calculate-sample-sizes-for-multiple-
treatments?noredirect=1&lg=1
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Code

Python code

# Define the parameters
def sample_size(p, k, alpha, beta, m):
pA = p[o]
pB = p[1]
kappa = k
alpha = alpha
beta = beta
print("pA:", pA)
print("pB:", pB)
print("alpha:", alpha)
print("beta:", beta)

# Calculate the z-scores for the given alpha and beta
z_alpha = stats.norm.ppf(1 - alpha/m)
z_beta = stats.norm.ppf(1 - beta)

# Calculate the sample size nB using the given formula
nB = (pA * (1 - pA) / kappa + pB * (1 - pB)) * ((z_alpha + z_beta) / (pA = pB))**2

# Round up nB to the nearest whole number
nB_ceiling = np.ceil(nB)

nA_ceiling = np.ceil(kappa * nB)

n = nA_ceiling + nB_ceiling

# Print the ceiling value of nB

print("Sample size in group B:", int(nB_ceiling))
print("Sample size in group A:", int(nA_ceiling))
print("Sample size needed:", int(n))

return(n)
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